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Abstract 

Social media has a leading role to our lives due to radical upgrade of internet and smart technology. It is the primary way of 

informing, advertising, exchanging opinions and expressing feelings. Posts and comments under each post shape public opinion 

on different but important issues making social media’s role in public life crucial. It has been observed that people's opinions 

expressed through social networks are more direct and representative than those expressed in face-to-face communication. Data 

shared on social media is a cornerstone of research because patterns of social behavior can be extracted that can be used for 

government, social, and business decisions. When an event breaks out, social networks are flooded with posts and comments, 

which are almost impossible for someone to read all of them. A system that would generate summarization of social media 

contents is necessary. Recent years have shown that abstract summarization combined with transfer learning and transformers 

has achieved excellent results in the field of text summarization, producing more human-like summaries. In this paper, a 

presentation of text summarization methods is first presented, as well as a review of text summarization systems. Finally, a 

system based on the pre-trained T5 model is described to generate summaries from user comments on social media. 
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1. Introduction 

The internet and social media are flooded these days with 

an abundance of information which makes it almost impos-

sible for users to read it all. The role of social media is be-

coming increasingly important especially in public life as 

users' posts and comments shape public opinion on a variety 

of important issues concerning politics, economy and society. 

The role of social media data is of paramount importance as it 

extracts patterns of social behavior useful in making social, 

business and government decisions. People tend to express 

themselves more openly and freely feeling safe in non-direct 

face to face conversation with strangers. This is due to the 

anonymity provided by the internet, the implicit trust in the 

privacy of communication and the absence of racial stereo-

types. 

Social media posts are factual. After an event breaks out, 

social media is flooded with posts related to that event. These 

posts are in the form of articles, discussions and conversations, 

the reading of which is a time-consuming and difficult process. 

Summarizing them afterwards is necessary to retrieve useful 

knowledge in a reasonable amount of time. Equally important 

is summarizing the comments of social media users. User 

comments express the public opinion upon a particular event. 
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Summarizing means converting the content of a long text 

into a smaller one, preserving the meaning of the original text. 

There are several ways to write an abstract. It can be done 

either manually which is called “manual summarization” and 

it is time consuming or using algorithms and artificial intel-

ligence techniques. The latter is called “Automatic Text 

Summarization” and is an area that has attracted the interest of 

researchers especially in recent years [1]. 

The origins of automated text summarization date back to 

1958 [2]. Studies since then have focused on summarizing 

official documents such as books, journals, scientific articles 

and technical reports. In these research works, linguistic, 

heuristic and statistical techniques have been used to create 

summaries. In modern everyday life, the Internet has now 

definitively replaced the classical ways of information in the 

field of news, political and economic developments, adver-

tising and the exchange of opinions, turning the interest of 

scientists to summary generation systems of web posts, mi-

croblogs and social networks. Many algorithms have been 

implemented to generate text summaries. Two main classes of 

algorithms can be distinguished: a) Pre-neural, which do not 

use neural networks; instead they use linguistic and statistical 

methods to create summaries, b) Deep Learning or Machine 

Learning techniques that use neural networks. The latter have 

been successfully applied to various NLP tasks, yielded ex-

cellent results, and have been extensively used in recent years 

[3]. Various deep learning models have been used, mainly 

based on recurrent neural networks (RNN) and convolutional 

neural networks (CNN). These models have proven extremely 

successful in predicting complex relationships that simple 

structured or semantic approaches cannot do alone [4]. In 

recent years, the use of Transfer leaning and Transformer 

models has gained popularity mainly in the field of Natural 

Language Understanding, Processing and Generation [5]. 

Pre-neural approaches: In the first works, the techniques 

used to create summaries were related to probabilistic and 

optimization methods. Twitter was a primary source of re-

ceiving posts as input data for the models. In early works [6, 7] 

the summary is generated by applying a phrase boosting (PR) 

algorithm and adding the TF-IDF technique to it. The models 

[8-10] take as input real-time user interaction in the social 

media stream and provide a multimedia representation as 

output, considering minimal linguistic information. The 

model [11] aims to generate a summary from tweets about 

sports topics. The research is about finding events in real time 

and includes two stages: 1) Application of the modified 

Hidden Markov Model by segmenting events based on time 

into "sub-events" of different importance. 2) Selection of 

tweets that can provide information about the section that was 

considered most important. Finally, model [12] produces an 

information-rich summary based on two different techniques: 

a) the Decomposition Topic Model (DTM) and b) the 

Gaussian Decomposition Topic Model (GDTM). These two 

models exploit the temporal correlation between tweets under 

predicted conditions. 

Neural and Transformer-Based Approaches: The devel-

opment of Artificial Intelligence and Neural Networks also 

helped in the further development of NLP. The reasons were 

twofold: a) the ability to support massive amounts of infor-

mation on the internet and b) the powerful computing power 

available today. In the field of summarization research has 

been done using mainly recurrent neural networks (RNN) and 

long-term memory (LSTM) RNNs, as well as Convolutional 

Neural Networks (CNN) [13]. Abstract generation of social 

media summaries has been done with RNNs based on either 

Attentional Encoder-Decoder [14], or an attentional aware-

ness mechanism [15] to filter useful information and deal with 

the specificities of social media content. In [16] an RNN 

combining sequence-to-sequence and the attention approach 

is used. The encoder layer is enhanced by an LSTM. The 

decoder is enhanced with the attention level for more direct 

access to the input sequence and production of the summaries. 

There is a radical change in deep learning applications with 

the emergence of transformers and the attention mechanism 

[5]. The idea is adopted by many researchers finding partic-

ular resonance in NLP work [17]. Initially transformer models 

were applied to summarize texts such as articles, books and 

official texts. A two-stage transformer-based approach to 

generate abstractive summaries of Chinese articles is pro-

posed [18]. The model produces fluent and variable-length 

abstracts to meet user requirements. Initially, a pre-trained 

BERT model and a bidirectional LSTM are used to segment 

the input text. With the help of mining based BERTSUM 

model the most important information of the segments is 

extracted. The model is then trained in two stages based on the 

transforms. The training process starts with the document 

Transformer in the second stage. The input of the Document 

Transformer is the outputs of the export model and the output 

of the Document Transformer is the header summary. An-

other transformer approach [19] takes as input conversations 

of an encounter, i.e. human dialogues; it synapses them and 

produces abstract summaries. There is also a comparison of 

three pre-trained models based on transformers [20]. The 

input is news articles from the web and the output is an ab-

stract summary of them. The pre-trained models used in this 

project are BART, PEGASUS and T5. After fine-tuning the 

models they seem to give satisfactory results and fluent 

summaries. The evaluation of each model is done with 

ROUGE, concluding that the T5 model surpassed all other 

models. Synapses of articles based on transformers are pro-

duced either by taking the dataset from the Wikihow 

knowledge base [21], or from web documents by leveraging 

relevant information from social media [22]. The pre-trained 

BERT and T5 models are used to produce the summaries. 

In the field of social media, research is now oriented to-

wards generating summaries of their content based on trans-

formers. Research summarizing user comments under each 

post is in a particularly early stage. The content of both posts 

and user comments on social media presents peculiarities that 

only transformer models show they can handle. Most research 
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works have as input sources the platforms Twitter and Reddit 

[20, 23, 25], as well as Chinese social media platforms like 

"Sina Weibo" [24]. The summaries that are created concern 

the events, that is, the posts and less the comments of the users. 

They are mainly based on the pre-trained BERT model on the 

encoder side and a non-pre-trained transformer [23, 25], or 

other technologies [24] on the decoder side. The pre-trained 

T5 model, while applicable to many natural language tasks, 

finds limited application in generating summaries related to 

user comments [20]. 

At the same period an abstract summarization model was 

presented [26] which used a transformer model to generate 

individual sentence summaries of review texts. A combina-

tion of the Universal Sentence Encoder, statistical methods, 

and a graph reduction algorithm was then used to select the 

most relevant sentences to best represent the entire text in the 

summary. 

Recently, Prompt Engineering has emerged as an innova-

tive and powerful technique for improving the performance 

and adaptability of language models. This technique has its 

roots in LLMs who due to their ability to learn language pat-

terns and structures have proven invaluable in various NLP 

tasks. However, due to the significant time and computational 

resources required to train these models, researchers turned to 

prompt engineering. New frameworks are being introduced, 

such as OpenPrompt [27], which conducts prompt- learning 

over PLM. It supports a combination of tasks (sort and gen-

erate), PLM (MLM, LM and Seq2Seq) and prompt modules. 

There are also introduced mechanisms for generating and 

improving summaries that use an entity chain intermediate 

scheme [28]. The summary is generated as a function of the 

entity chain and the input. Prefix-tuning is a novel idea to deal 

with the large size of today's LM changes [29]. Unlike fi-

ne-tuning which changes all model parameters and therefore 

needs to save the full copy for each task, prefix tuning freezes 

the language model parameters, modifying only a small 

task-specific continuous vector (called the prefix). Based on 

the prefix, personalization of needs can be achieved. Thus, a 

separate prefix can be created for each user according to their 

data and needs, thus allowing the production of specialized 

text. Thus, a separate prefix can be created for each user de-

pending on their data and needs, thus enabling specialized text 

production. A variation of this idea is "prompt-tuning" [30] 

instead of "prefix-tuning". Finding that large models are ex-

pensive to share and maintain, reusing a frozen model for 

multiple downstream tasks can reduce this overhead. 

Prompt engineering is experiencing great success in the 

healthcare field as traditional machine learning and deep 

learning methods did not solve NLP tasks in the medical filed 

very well [31]. Prompt-based learning is a new promising area 

in the NLP field that aims to fill the gaps of the complexity of 

existing techniques and meet the complexity needs of natural 

language understanding and processing [32]. 

This paper is a presentation of a system that generates 

summaries of user comments on social media posts using 

transformer models. The rest of the paper is organized into the 

following sections. Section 2 presents text summarization 

methods as well as the importance of summarizing social 

media content. Section 3 explains the importance of trans-

formers against previous deep learning methods and gives a 

basic description of transformer model architecture. There is 

also a presentation of the methodology for the development of 

a model based on the pre-trained transformer models. The 

results obtained so far are shown in section 4. Consequently, 

Section 5 provides a discussion of the results and observations 

on model training, as well as future research perspectives. 

Finally, Section 6 presents the conclusions of the present 

research work. 

2. Text Summarization Methods 

The aim of text summarization is to convert a large text 

document into a shorter one by preserving the critical infor-

mation and ensuring the meaning of the text. Due to large 

amount of data available, it is almost impossible for anyone to 

read all the comments generated by the users under a post. It is 

therefore necessary to properly code and program machines 

so that they can create coherent summaries just like humans. 

The process of text summarization done by machines or arti-

ficial intelligence programs is known as "Automatic Text 

Summarization". Automatic text summarization is the task of 

generating a concise and orderly summary while preserving 

the key information content and overall meaning [33]. 

There are three main text summarization approaches: ex-

tractive, abstractive, or hybrid [34]. Each approach is applied 

using different methods. This section will provide a detailed 

overview about each of these approaches along with the 

methods of each approach in the literature. 

2.1. Extractive Summarization 

In the extractive summarization the summarizer extracts 

important words and phrases from the original text and, 

gathering them together generates the summary. The words 

are extracted as they are in the original document with a slight 

rearrangement to give a structured sentence Figure 1. Ac-

cording to El-Kassas et al. [34] the extractive summarization 

process consists of the following steps: 

Creating a suitable representation of the input text for the 

text analysis purpose. 

Scoring of sentences: based on the input text representation, 

statistical methods are used to score the frequency of occur-

rence of words or phrases. 

Extraction of high-scored sentences: after finding the sen-

tences or words with the highest score, a selection of the most 

important sentences is made to create the summary. An im-

portant issue that arises here is deciding the length of the 

abstract. There are length trimming or thresholding mecha-

nisms to limit the size of the abstract and keep the same order 

of the generated sentences as the input text [35]. 
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Figure 1. Extractive Text Summarization. 

Advantages: The extractive approach is a simple and quick 

process. Furthermore, due to the use of exact sentences or 

words from the original text, it is noted for its accuracy. The 

sentences of the generated summary use the terminology of 

the original text, giving the reader accurate information. 

Disadvantages: The extracting approach does not adopt the 

way humans make summaries, so it has several disad-

vantages: 

a) Redundancy of data without checking whether the gen-

erated sentences repeat the same information elsewhere 

in the generated summary text. 

b) Long sentences that lose control of the meaning and 

deviate from what the person is used to reading. 

c) Lack of semantics and coherence, since the produced 

text extracts entire sentences and words from the original 

text and places them in the final one. The selected sen-

tences may be grammatically and syntactically correct 

but may not clearly convey the meaning of the original 

text. 

d) Dissemination of information. Information is scattered 

within sentences leading to the loss of important infor-

mation or conflicting concepts. This problem is pro-

nounced in short abstracts and tends to diminish when 

the abstract is long enough. 

2.2. Abstractive Summarization 

In contrast to extractive summarization, summaries gener-

ated by abstractive summarization are more human-like. This 

kind of summarization extracts the meaning of the original 

text and, using new words and phrases, creates a new shorter 

text that looks completely different but retains the meaning of 

the original [36]. This approach is more complex and sophis-

ticated because it does not copy sentences or phases from the 

original text, but uses NLP methods to understand the main 

concepts of the input text and relies on them to generate new 

sentences that make up the final output text Figure 2. The 

abstractive summarization process includes the two following 

tasks: a) building an internal semantic representation and b) 

generating a summary using natural language generation 

techniques to create a summary that is closer to the hu-

man-generated summaries [34]. Researchers involved in cre-

ating abstractive summaries following either linguistic or 

semantic approaches. Recently research on abstractive sum-

marization has been inspired by deep learning and neural 

networks. More precisely Transformers and encoder-decoder 

models are being believed as smoother and also convenient in 

adjusting parameters automatically. 

 
Figure 2. Abstractive Text Summarization. 
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Advantages: Summaries generated with this technique are 

better than the extractive ones and more human like. That is 

because they use different words/phrases that do not belong to 

the original text, based on semantics and the use of para-

phrasing, compression, or fusion. Abstractive summaries 

overcome the problem of repetition. Compared to extractive, 

abstractive summaries can further reduce the length of the 

generated text while also avoiding redundancies. 

Disadvantages: Abstractive summarization is difficult to 

implement since it is required a deep understanding of both 

the language and the text. Producing an informative, fluent, 

and readable summary remains a difficult task [37]. To 

achieve this task natural language generation techniques are 

needed which is still a growing field. The abstractive sum-

marization faces difficulties and points that need to be im-

proved. First of all, a detailed representation and under-

standing of the original text is needed to retain its meaning 

and then render it in new words. Many times in the final text 

the same words are repeated in several places. In other words, 

there is no verbal richness. In addition, non-vocabulary words 

are difficult to deal with. In general the field of abstractive 

summarization is a growing field because the automatic 

summarizers do not have the verbal flexibility that the human 

mind presents. 

2.3. Hybrid Summarization 

It is a combination of extractive and abstractive summari-

zation, Figure 3. The processing procedure consists of two 

stages: a) sentence extraction, thus the more important sen-

tences of the input text are extracted such as in extractive 

summarization process procedure and b) the summary is 

generated following the abstractive summarization tech-

niques. 

 
Figure 3. Hybrid Text Summarization. 

Advantages: It combines the advantages of both extractive 

and abstractive summarization approaches. 

Disadvantages: The generated summary is not as qualita-

tive as the purely abstractive summary because it is not based 

on the original text but on the text extracted from the key 

sentences. 

2.4. Social Media Summarization Significance 

Social media’s role of in public life is important as users' 

posts and comments shape public opinion on different but 

important issues concerning politics, economy and society. 

Social Media data excel in extracting sentiments and patterns 

of social behavior that can be used for social research, busi-

ness decisions or government policy making. People tend to 

express themselves more openly in a relatively safe conver-

sation environment with strangers. The expression of political 

views, psychological and social support for various causes by 

social assistance groups, is expressed more openly on the 

Internet than in the offline world. This is due to the anonymity 

provided by the internet, the implicit trust in the privacy of 

communication and the absence of racial stereotypes. For 

these reasons, the data that circulates on social media is more 

representative of people's real opinions than in most offline 

interactions. 

Social behaviors and emotions can be recorded and ana-

lyzed with statistical and graphical representations. Such 

representations can effectively capture the information related 

to various specific parameters from big social media data. But 

a text summary aims to capture the information related to the 

contents of various topics and present a coherent overview of 

those topics. For example, a statistical representation might 

rate a movie as good or a product as reliable on a rating scale 

of 0-5 [36]. But a text synopsis can actually give an overview 

of a movie's theme, a product's performance, or its technical 

problems, thus making a more specific review. 

The sheer volume of information exchanged on the Internet 

and social media makes it imperative to create summaries to 

keep readers informed in an accurate and timely manner. 

Therefore creating summaries seems crucial because when an 

event breaks out, a huge number of posts and comments flood 
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the social network and most of them contain redundant and 

repetitive information, resulting in confusion for readers. 

The area of social media summarization has been the focus 

of research recently. Social media’s content remains chal-

lenging because of its specificity. Unlike official documents, 

social media content presents the following challenges: 

1) It is informal, and ill-formed in terms of the grammar, 

structure and formality of Natural Language. 

2) It is full of abbreviations, special characters, emoticons 

and slag expressions. 

3) It lacks lexical richness, due to its brevity. Most textual 

content on social media is in the form of tweets, short com-

ments and footnotes often represented by images/videos and 

lacking in linguistic richness. The present work trying to 

manage these peculiarities focuses on abstractive transform-

er-based summarization techniques. 

3. Transformer Architecture and 

Methodology 

3.1. Transformer Model 

Transformer models were first proposed in the paper "At-

tention Is All You Need" [5]. Based on transfer learning, these 

models are increasingly attracting the interest of researchers 

as they can handle text-sequential contexts extremely well. So 

far they have modelled a state-of-the-art architecture in var-

ious NLP tasks such as translation, text generation, summa-

rization, query answering, classification and sentiment anal-

ysis. The main reasons that research has focused on trans-

former models are the following three: 

a) The results they have given on many natural language 

tasks using sequential data are excellent. 

b) Unlike recurrent neural networks (RNNs) and convolu-

tional networks that process words sequentially (one 

after the other), transformers support parallel processing. 

By replacing repetition with attention. Therefore, the 

calculations can be done simultaneously. This is very 

important because it ensures faster processing and saves 

computing resources. 

c) The architecture allows them to better handle long-range 

dependencies, which leads to better quality models. By 

having the attention mechanism they achieve the solu-

tion to the problem of RNN networks with long memory 

(LSTM) and CNN, which is mainly the inability to 

model larger sequences without data loss. 

The transformer model architecture is an outgrowth of the 

encoder-decoder architecture in RNNs for handling se-

quence-to-sequence (seq2seq) tasks with an attention mech-

anism. The essential change brought by the transformers is 

that they eliminated the sequence factor, which allows greater 

parallelization and reduces training time. 

 
Figure 4. The Transformer Architecture. 

The traditional transformer model on which the design of 

the present system is based operates with a encoder-decoder 

architecture that is widely used in the development of all 

neural networks. These architectures can handle varia-

ble-length sequences in an excellent way. For this reason, they 

are considered best suited for problems related to natural 

language understanding and text generation, such as transla-

tion and summarization. The traditional transformer model 

consists of two major building blocks such as Figure 4: an 

encoder (on the left) and a decoder (on the right). The model 

consists of two building blocks: the encoder and the decoder. 

Perpendicular to the two building blocks consists of a stack of 

Nx identical layers (in the original paper Nx = 6). Since the 

model does not contain any iteration or convolution, it has an 

extra layer of positional coding at the bottom of the encoder 

and decoder stacks to exploit the order of the sequence. Each 

layer mainly consists of Multi-Head Attention and feed for-

ward layers. A variable-length sequence is used as input to the 

encoder, which is then converted into a numerical represen-

tation by extracting the important information from the input. 

This numeric representation is of fixed length. The decoder in 

turn maps the fixed-length encoded representation and con-

verts it into a variable-length sequence to produce the output. 
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3.2. Pre-trained Transformer Models and 

Pipelines 

For the construction of the system presented here, it was 

decided to use pre-trained models rather than building a 

transformer model from scratch for the following reasons: a) 

pre-trained models, if carefully and comprehensively 

pre-processed the data, give much better results, b) by 

providing an extensive learning base pre-trained models can 

tune many different datasets and c) it is easy to create new 

models with a small change in training and fine-tuning, 

leading to faster results [20].  

A wide variety of pre-trained transform models (PTLMs) 

are available today achieving excellent results in all natural 

language tasks. PTLMs vary in architectures and pre-training 

tasks. There are many models whose architectural backbone is 

Transformers, but some train only the encoder, such as BERT 

and UniLM, while others train only the decoder, such as GPT. 

Therefore, the knowledge of the special characteristics of each 

PTLM is important in order to make a correct choice of the 

appropriate one. In addition, the following criteria have been 

set: 

a) The model should accept text as input and produce text 

as output. 

b) The selected model should be able to produce abstractive 

summaries and should be based on the Encoder-Decoder 

architecture [38]. 

c) All the pre-trained models can fine-tune the target task 

according to the constraints of the existing datasets. 

The HuggingFace hub [39] is an open source library that 

provides a huge number of pre-trained models as well as 

datasets for a wide range of different NLP tasks. These mod-

els can be used to predict a summary and then accurately 

fine-tune any data set. As already mentioned above, because 

choosing the appropriate model is a difficult process, a first 

approach may be the use of pipelines. Pipelines are the fastest, 

easiest and most efficient way to use different pre-trained 

models, which can be applied to many NLP tasks. For the 

purposes of this work, the pipelines that meet the above cri-

teria are three: BART [40], T5 [41] and PEGASUS [43]. Thus, 

a comparison of three pre-trained transformer models (T5, 

BART and PEGASUS) that met the above criteria was first 

performed to generate summaries of the data set used for this 

work [44], Figure 5. 

Model T5 showed the best behaviour of the three. T5 - 

stands for "Text-to-Text Transfer Transformer" [41] and is 

based on encoder-decoder architecture. It converts all NLP 

problems as text-to-text problems and can be trained or fi-

ne-tuned on either supervised or unsupervised data. T5 is 

suitable for any NLP task such as Translation, Language In-

duction, Information Extraction and Summarization, and so it 

is characterised as task agnostic. Its training procedure is 

based on teacher forcing. It has an input sequence and a target 

sequence. Additionally, T5 is an early LLM that has one of the 

best performances in natural language tasks [42].  

 
Figure 5. Pre-trained model evaluation. 

3.3. Methodology 

The particularities of data content in social media have al-

ready been mentioned, making the creation of summaries 

particularly tempting. These are not formal texts, articles or 

documents rich in grammar and linguistics. On the contrary, 

these are short texts consisting of abbreviations, slang ex-

pressions, special characters and emoticons. In addition, the 

redundant and repetitive information they contain lead readers 

to confusion. Thus, to improve the performance of the sum-

mary generation model, the greatest weight is given to 

pre-processing. 

There are many dataset availability platforms for natural 

language processing but specific social media datasets suita-

ble for summarization have not been widely available. Find-

ing and downloading the appropriate datasets has been quite a 

complicated process since social media platforms limit data 

downloads. this project uses a dataset of Facebook news posts 

accompanied by user comments below each post. The nec-

essary transformations were applied to the data to remove 

unnecessary elements and to preserve and group the useful 

ones. The raw data has 7 columns namely "created_time", 

"from_id", "from_name", "message", "post_name", 

"post_title", "post_num" and 1,781,576 rows. The adjust-

ments made were to retain 3 of the 7 columns. Thus, the ex-

istence of 'post_title' and 'post_number' which are identifying 

elements of a specific post and help to group posts and events 

was deemed necessary. In addition, the 'message' column was 

used as the basic information because it contains the user 

comments to be summarized. The approach presented in this 

paper consists of the following steps Figure 6: 

1) Data collection  

2) Pre-processing. 

3) Topic-based data grouping 

4) Feed the encoder with the text lists  

5) Pass data to the decoder 

6) Generate summaries 

7) Summary validation 

After the data set has been taken and transformed in a way 

suitable for generating the summary, the next very important 
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step in properly fitting the model is preprocessing. In the 

sense of pre-processing all procedures that lead to the clean-

ing of the data from unnecessary and useless elements that 

would lead the model to issue unwanted results. This stage 

was implemented with the help of NLTK and regex python 

packages. So, punctuation, special characters, emoji strings, 

and dashes were removed, as well as NULL values. The data 

was then grouped by discussion topic, as the goal of the sys-

tem is to generate a summary of user comments related to a 

particular post topic. So based on the title of each post, the 

data dictionary is reconfigured to isolate user comments for 

each post into separate lists of different sizes. The input se-

quence is formatted and processed to convert each word into a 

unique numeric identifier using body_input_ids with 

body_attention_masks. At the embedding layer, the trans-

former transforms the input tokens into vectors using learned 

embeddings. There are two main parts that make up the en-

coder: a multi-head attention mechanism followed by nor-

malization and a feed-forward neural network. The Mul-

ti-head Attention mechanism is based on a dot attention scale 

that generates a vector for each input word. Having 8 attention 

heads it has the ability to generate multiple vectors for the 

same word. This is very important because it helps the model 

to capture different representations of word relationships in 

the sentence creating different attention matrices. These ma-

trices are finally summed and passed through a linear layer to 

create a single reduced matrix. 

 
Figure 6. System’s methodology. 

Two inputs are required on the decoder side: the encoder 

output (summary_input_ids) and the right-shifted output text 

(generated_ids). Then the multi-head attention mechanism is 

applied twice with one of them being "masks" 

(sum-mary_attention_masks). The dictionary in the last level 

of the decoder should be the same size as the target dictionary. 

Finally, by applying the softmax function, the probability of 

each word being present in the output is indicated. 

4. Results and Validation 

As already mentioned, in this work a dataset of posts and 

user comments from Facebook was used. It was developed by 

applying the traditional transformer model to a computer with 

an NVDIA GeForce 4070 GPU with 12 BG of RAM. Due to 

the large amount of data (1,781,576 rows) and the available 

computing resources for brevity used 1/3 of the obtained data 

set, after it was pre-trained. The new data, grouped by topic, 

was used for training. The dataset was divided into three 

subsets: Train 80%, Validation 20% and Test (validation/2=) 

10%. The current model is trained on the pre-trained 12-level 

T5-base with12 attention heads and network feed depth as 

3072. The AdamW optimizer was used with 1e-3 learning rate. 

The dropout rate was set to 0.1. The model needed 12 epochs 

to be trained with batch size set to 64. 

 
Figure 7. Train and Validation Loss. 
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To evaluate the performance of the model, the loss was 

calculated. Loss is considered one of the most important 

factors in deep learning models as it measures the error pro-

duced by the model. Initially the dataset was divided into 

three subsets: Train, Validation and Test. The training and 

validation loss was then measured for all samples. As is evi-

dent from Figure 7, a gradual decrease of both metrics is 

observed with the gap between validation and train loss 

shrinking after each epoch. This leads to the conclusion that 

the model learns from the data and can produce satisfactory 

results because it shrinks the regularization loss (model 

weights), leading to a small difference between validation and 

train loss. 

Table 1. Rouge Score Results. 

 Rouge 1 Rouge 2 Rouge L 

P 0.520 0.514 0.519 

R 0.854 0.849 0.854 

F 0.646 0.640 0.645 

The Recall-Oriented Understudy for Gisting Evaluation, 

ROUGE [45] is the most popular metric so far, for evaluating 

automatic summarization quality. It measures the n-gram 

overlap between the generated summary and the reference 

summary. At this stage, the comparison Rouge makes is be-

tween the system-generated summary and each comment in 

the thread. The results are shown in Table 1. Specifically, the 

precision, recall and F1 score are calculated. Accuracy gives a 

ratio of words suggested by the predicted abstract to those 

actually appearing in the reference abstract (0.514-0.520). 

Recall gives a ratio of words in the reference abstract captured 

by the predicted abstract (0.849-0.854). Finally f1 represents 

the harmonic mean score of the two previous ratios 

(0.640-0.645). 

5. Discussion 

Rouge ratings range from 0-1 with 1 having the best price 

lead. Therefore, the closer the measurements are to one, the 

better the summary produced. The higher the score in Rouge 

means the system captures the most important information to 

include in the summary. This does not necessarily mean that 

the generated summary is of high quality, as it may contain 

biased text. The evaluation of the quality of the generated text 

is considered a complex process where the dimensions and 

limitations of each system should be taken into account. 

At this stage of research, to evaluate the generated sum-

maries ROUGE scored by comparing the generated summary 

to each comment in the thread. But the comments posted on 

social media are informal and lack lexical richness. A quality 

abstract should have lexical richness and coherence. A better 

approach would be to compare the system-generated sum-

mary with the human-generated summary. ROUGE only 

works on n-grams. A score of 1 represents the perfect sum-

mary. But this would only happen if both summaries had the 

same n-grams. Additionally, ROUGE performs better on 

models that produce an extractive summary. Since the pre-

sented model focuses on paraphrasing, thus creating abstrac-

tive summaries, the research carried out will be extended to 

optimize the results with more modern techniques and tools. 

In this research, datasets from Facebook corresponding to 

specific posts and user comments below them were used as 

input data.  

6. Conclusion 

The digitization of our daily lives through smart technology 

has made social media the dominant way of informing, ex-

pressing social, psychological, economic and political beliefs. 

It is the most direct way of exchanging views and shaping 

public opinion. The amount of information posted daily on 

social media is growing exponentially, making it practically 

impossible to read. The summary of this information is an 

extremely important tool for correct, timely and accurate 

information to readers. The number of comments is propor-

tional to the importance of the post and is often so large that it 

is difficult and time-consuming to read all of them. User 

comments are important to read, both by individual readers 

and by the users or groups of users who made the post. They 

express public opinion that both those who make the post and 

those who read it are important to know. Social media content 

is an area of challenge: a) it offers different types of infor-

mation, b) online conversations and conversation threads are 

informal, experiencing language deficiency and lack of lexi-

cal richness. c) Comments are full of abbreviations, slang 

expressions, special symbols, hashtags and emoticons. For all 

the above reasons, creating summaries from user comments is 

a complicated task. In this article, various social media 

summaries development technologies have been reported 

with the transformer models dominating the recent research. 

However, each technology is implemented under different 

assumptions and limitations. 

Transformer-based models have a talent for natural language 

processing and have given excellent results in creating sum-

maries. However, the field of social media remains unexplored 

due to the nature of its content. The current approach focuses on 

developing a system that generates an abstract summary of user 

comments under a social media post. Specifically, transform-

er-based encoder-decoder architecture is applied using a dataset 

of user comments on Facebook posts as input. Three different 

pre-trained models -BART, T5, PEGASUS- were compared 

using ROUGE metrics, concluding that T5 gives the highest 

performance on the dataset used. In addition, the T5 is one of 

the first models in the LLM category and has given excellent 

results in language production. 
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Measuring the performance of the system led to two main 

conclusions: a) the learning rate of the model seems very good 

according to the given data set. Initially due to lack of learning 

the values of training and validation sets start with high values 

and their difference is large. As they are trained, a reduction in 

errors and a smoothing of the curves is observed. This leads to 

the conclusion that the model is trained correctly and can give 

correct results. b) Rouge metrics, the generated summaries are 

quite satisfactory. As with all research work, however, there 

are areas for improvement. ROUGE performs better on 

models that produce an extractive summary. Since the pre-

sented model focuses on paraphrasing, thus creating abstrac-

tive summaries, the research carried out will be extended to 

optimize the results with more modern techniques and tools. 

Additionally, instead of user threads as reference summary, a 

human generated summary should be used leading to human 

texts. Finally, the system should be applicable to all social 

network platforms. 
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