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Abstract—Among the various information sources exploited for the improve-
ment of the learning process and outcomes, access and usage data from the inter-
action of students with e-learning platforms along with (past) student performance 
data are established as the two most meaningful and informative groups of vari-
ables. In the present study, these two groups of variables are jointly investigated 
as to their efficiency in providing both accurate and early prediction of student 
performance and behavior. The relevant educational intervention is designed and 
implemented as a quasi-experiment with undergraduate Electrical and Electronics 
Engineering students, under a novel approach that blends e-learning (asynchro-
nous e-study and synchronous e-assessment) with a hands-on laboratory com-
ponent. Can educational data mining algorithms provide both early and accurate 
prediction of student performance and student behavior under this scenario? 
If yes, how much prediction accuracy can be traded for prediction timeliness in 
order to allow a proactive class instructor take supportive measures for weak/
marginal students, implementing a ‘self-contained’ strategy? To answer these 
questions, real data from the interaction of 3 academic year student cohorts with 
moodle are collected and analyzed. Results reveal that the proposed scenario can 
afford both accurate and early prediction of student performance and behavior, 
on the basis of data collected within the running academic term. The middle of 
the term is indicated as the earliest time point for getting meaningful predictions. 
Moreover, clustering of the data in the selected feature space reveals a consistent 
and therefore exploitable behavior of students along the term.

Keywords—e-learning, e-assessment, engineering education, hands-on 
laboratory, educational data mining, student performance, prediction, 
regression, clustering

1 Introduction

Long before the urgent Covid-19 pandemic condition, e-learning has emerged as a 
technically viable solution for the education of student cohorts of practically any size, 
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thanks to the advances in Information and Communication Technologies (ICT). Inten-
sive research has been carried out during the last three decades to clarify the role of this 
new paradigm and to quantify its impact on the learning outcomes as well as on the 
learners, the instructors and the whole community of education (see, e.g., [1]).

E-learning is not well-suited to hands-on laboratories, however. Engineering edu-
cation relies heavily on hands-on laboratories to provide quality education and prac-
tical experience to young engineers. Hands-on laboratory modules or sessions have 
traditionally been included as mandatory components in undergraduate curricula across 
practically all engineering disciplines (e.g., [2]). Accreditation bodies for engineering 
education curricula include relevant items in their accreditation criteria – see, e.g. the 
American ABET [3] or the Canadian relevant body [4] – because hands-on labs are 
considered as beneficial for the students in multiple ways. As a result, e-learning has 
found limited use in the context of engineering education up to now, mostly as an aux-
iliary, asynchronous source of material for the students, to study and get prepared for 
the lab sessions.

The approach proposed and tested in this paper blends e-learning with a hands-on 
lab component, in the context of an Electrical and Electronics Engineering curriculum, 
by focusing the e-learning component to the (synchronous) student assessment task [5]. 
In addition, students access and use the e-learning platform asynchronously before each 
lab session, in order to study the course material and get prepared (e-study).

E-assessment has been proposed and put to use for the certification of academic or 
professional qualifications via online testing, either remote or on campus [6], [7] and, 
more recently, as the sole available means of student evaluation during the Covid-19 
pandemic (e.g., [8]). Today, e-assessment is gradually gaining acceptance thanks to 
newer technologies that address its recognized issues such as reliability, security and 
technical soundness (EAA, n.d.). An advantage of e-assessment that is particularly wel-
come from a pedagogical aspect is that it affords instant and instructive/constructive 
feedback to the student, either at the class or at the individual level, [9], while it offers 
the instructor a variety of functionalities for the pedagogically correct handling of stu-
dent errors.

The proposed approach constitutes a special case of blended or hybrid learning [10], 
[11]. Its major advantage is that the nature of the lab as a hands-on, practical source of 
experience for the student remains intact, while e-assessment adds to the objectivity of 
student evaluation. Traditionally, student evaluation is performed by the lab instructor 
on the basis of the practical aptitude exhibited by the students – something that is not 
easily quantifiable. Written tests are often employed to add objectivity to the lab eval-
uation. In the proposed scenario, these tests are taken online, in class, in the moodle 
e-learning platform. Although the hands-on laboratory that serves as the test bed for the 
present research is organized as a collaborative learning activity [12], where students 
work in small teams of 2 or 3 and produce a common report of their lab work each 
week, e-assessment is performed on a personal basis because an accurate estimate of 
the individual performance and the skills mastered is necessary for fair grading.
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2 Educational Data Mining for the early prediction of student 
performance

Educational Data Mining (EDM) is applied to the data collected during e-learning/ 
e-assessment in order to get answers to education related questions; the ultimate goal 
is to support informed decisions and measures that will eventually improve the expe-
rience and outcomes of education [13]–[17]. Major aims of EDM have been identified 
as the assessment and prediction of student performance, the monitoring of student 
dedication, the prediction of attrition (dropout rates) and the automated generation of 
recommendations for students or teachers (see, e.g., [18], [19]). Artificial Intelligence 
algorithms are increasingly being exploited to achieve these aims [20], [21].

In practice, however, the prediction of student performance is useful and therefore 
meaningful only if it is both accurate and early. Such a prediction would serve as an 
‘early warning system’ that would allow the class instructor(s) enough time to take 
supportive measures for weak/marginal performance students and also allow for the 
measures to produce results before the completion of the study period. On the other 
hand, any prediction method applied on the output of a dynamic system, such as educa-
tion, is plagued by the controversy that if one waits ‘long enough’ to get ‘enough’ data, 
an almost 100% accurate prediction is possible, but the window of opportunity for the 
exploitation of such prediction, unfortunately, will have expired by the time the predic-
tion becomes available. This is especially true in higher education, where (i) courses 
are organized in short terms, typically semesters or trimesters, while (ii) any supportive 
measures need a reasonable time before they bear fruit. Despite the obvious usefulness 
of a really early warning system (see, e.g., research question 2 in [22], the majority of 
relevant research works focus on prediction accuracy instead of prediction timeliness – 
and they do so with excellent results (see, e.g., [13]–[16], and the numerous reviewed 
references therein). Regarding the time axis, dominant approaches in these studies are 
(i) prediction of the final outcome (e.g., graduation grade) of the whole study program – 
an event expected to come some 2 or 3 years after the time of prediction, (ii) prediction 
at the beginning of the 1st academic year of the student performance (or the dropout 
probability) to be attained by the end of the same year, (iii) prediction of course failure 
before even taking the course, [23]. These approaches afford ‘long windows’ of one or 
more academic years for the pedagogical utilization of the predicted values.

Among the limited number of studies that focus on the issue of timeliness, [24] 
uses a dynamic, longitudinal perspective and adopt a weekly basis for their analysis, 
although the authors’ aim is not to develop an early warning system; [25] does develop 
such a system that uses three time points in the semester (weeks 4, 8 and 13) and 
compare prediction accuracies, for a purely online learning setting; [26] develops and, 
furthermore, puts to use such a system on week 4 of a 14 week long course, under a 
blended learning scenario. Their purely linear approach, however, leaves around 40% 
of the variability of the final outcome unexplained.

In contrast to these approaches, the present study focuses on short-term prediction 
that could be both obtained and utilized within the same course and the same academic 
term (e.g., an acedemic semester), under the proposed hands-on lab – e-study – e-assess-
ment blended scenario. To this end, linear and non-linear algorithms are comparatively 

iJET ‒ Vol. 17, No. 20, 2022 215



Paper—Blending E-Learning with Hands-on Laboratory Instruction in Engineering Education: An…

evaluated on the basis of longitudinal data of two types: (i) e-learning system access 
and usage data, (ii) current student performance data obtained in the same lab. Data 
should be put to use (fed to the corresponding algorithm) as soon as it becomes avail-
able, while the academic term is in progress. A self-contained strategy that does not 
rely on external data such as demographics or SAT scores or grades obtained in earlier 
years by the student through this or other e-learning systems, but collects and analyzes 
its own, pertinent data and utilizes results within its own time span of operation is both 
meaningful and practical – at least until e-learning platforms become mature enough to 
share, combine and exploit data across modules and courses.

The self-contained strategy is meaningful especially in the case of hands-on labs 
because practical skills are sought and evaluated therein. Prediction of student perfor-
mance that is accurate as regards other components of the study program may there-
fore prove inaccurate for a hands-on lab: students predicted not in need of support by 
variables such as demographics or previous grades, may prove in fact to need support 
in the lab, while others predicted as weak may prove in fact to do well or even to excel 
in the lab.

The question that arises under this context is how much prediction accuracy can be 
traded in order to shift the prediction point early enough in the semester, and whether 
such a trade-off would still produce meaningful results for the instructor. More specif-
ically, can the proposed scenario produce early and reliable predictions of the student 
progress and final outcome in the lab (a) at the beginning of the term, and (b) at the 
middle of the term?

3 Methods and tools

A quasi-experimental study has been planned and carried out in the form of educa-
tional interventions during three consecutive academic years, in an 4th-year undergrad-
uate course on Digital Signal Processing (DSP), in a 5-year Electrical and Electronics 
Engineering curriculum. The DSP course includes a hands-on lab running once per 
week for a full academic semester (13 weeks) each year. In the lab, students use the 
Texas Instruments TMS320C5504/05™ Digital Signal Processor mounted on a Texas 
Instruments board to program and run a series of digital audio tasks, such as filters 
for specific audio effects reproduced digitally in real time. The moodle e-learning 
platform is used both for the asynchronous part (e-study) and the synchronous part 
(e-assessment).

The set of features or variables shown in Table 1, related to (i) the interaction of the 
students with the moodle platform (access and usage data) and (ii) the current perfor-
mance of the students in the lab (grades obtained on weekly e-assessment tests), have 
been selected for collection, extraction and analysis because they are both intuitively 
meaningful/informative and practically accessible without the need to resort to external 
sources:
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Table 1. Features or variables selected for collection and analysis

1 Clicks the number of selections made by the user, using the mouse/pointing 
device

2 Scrolls the number of computer screen scrolls done by the user while he/she 
navigates in the content

3 Page Loads the number of page loads (requests to load a new page) done by the user 
did while he/she navigates in the content

4 Nominal Time the total time a user is connected to the platform

5 Active Time the time a user remains active while being connected to the platform, 
(typically shorter than nominal time, because the latter includes leisure/ 
inactive time as well)

6 Test Grade 1, …, Test 
Grade 8

the grade obtained by the student in each of the 8 e-assessment tests taken 
during the semester

7 Grade the final grade obtained by the student in the lab, computed as a weighted 
average of partial grades obtained in the various activities (a numerical 
value in the 0 to 10 scale)

8 Success the final outcome for the student in the lab, obtained at the end of the term 
(binary: Fail/Pass)

In accordance with the self-contained strategy adopted here, demographic variables 
or variables related to the student records of past academic performance are deliber-
ately ommitted.

The extraction of pertinent access and usage data from e-learning platforms is not an 
automated process. A custom plug-in for moodle has been coded and embedded in the 
platform, to extract the specific set of variables and to format and preprocess them for 
further analysis, as detailed in [27]. It has been put to pilot use with the student cohorts 
of academic years 2015–16 and 2016–17, for verification purposes; preliminary results 
can be found in [28], [29].

Subsequently, the data extraction process has run for three consecutive academic 
years (fall semesters) right before the Covid-19 pandemic condition, namely, 2017–18, 
2018–19 and  2019–20, at the end of each academic semester. The observation set thus 
gathered consists of N0 = 219 observations, i.e. unique students that enrolled in the DSP 
course, identified by their enrollment ID numbers.

The set of 15 variables defined earlier, {Clicks, Scrolls, Page loads, Nominal time, 
Active time, 8 Test grades, Grade, Success}, have been computed after appropriate 
pre-processing for each observation (student). Furthermore, as the supervised learning 
algorithms require disjoint training and test sets, the complete data set is split in two 
parts: Part I consisting of N1 = 169 observations (first two academic years cohorts) is 
used for training and Part II consisting of the rest N2 = 50 observations (third academic 
year cohort) is used for testing.

Analysis is carried out in the WEKA open source software, developed in Java by 
the Waikato University, New Zealand and available under the GNU General Public 
License.

Three Tasks have been set up to answer the research question, as in Table 2:
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Table 2. Tasks set up and tools employed

Task Task Description WEKA Tools Employed

1 Prediction of the final outcome for any 
given student (binary, Fail/Pass): a two-
class classification problem

(i) Logistic Regression,
(ii) MLP Classifier,
(iii) RBF Classifier,
(iv) the J48-consolidated Decision Tree algorithm

2 Prediction of the final grade for any given 
student (numerical, 0 to 10 scale): a 
regression problem

(i) Linear Re-gression,
(ii) MLP Network Regressor,
(iii) RBF Network Regressor

3 Clustering of students according to their 
performance: a clustering problem with a 
predefined number of clusters

(i) Clustering by k-means algorithm with k=3 
clusters and Euclidean distance

Two milestones have been set (a) at the beginning of the term and (b) at the middle 
of the term, as these points would allow for a reasonable time window during which the 
instructor(s) may exploit results and take measures or adopt strategies to reverse those 
student paths predicted to lead to failure or bad results. As at the exact beginning of the 
term no data is expected to be available on any of the selected features, the first time 
point (‘beginning of the term’) is set not exactly at the beginning of the term but at an 
early time during the term (after one week of classes).

An initial run of linear regression of Grade, considered as the dependent variable, 
on a limited set of independent variables of the platform access and usage type only, 
namely, {Clicks, Scrolls, Page loads, Active time}, has yielded a correlation coefficient 
of r = 0.5961. This is an indication of a moderate underlying linear relation that allows 
a significant part of the variability of the dependent variable (Grade) to be explained 
by non-linear relations to these independent variables. Artificial Neural Network algo-
rithms, Decision Tree algorithms and Non-linear regression algorithms are promising 
candidates for the investigation of these relations. As a consequence, all algorithms 
employed for the 3 Tasks outlined above are of non-linear character, with the single 
exception of Linear Regression used in Task 2.

The Multilayer Perceptron (MLP) and the Radial Basis Function (RFB) ANNs have 
been singled out of the set of available ANNs, as two of the most popular and widely 
applied network types. In Task 1 these ANNs are used as 2-class classifiers, the (binary) 
output variable being Success, while in Task 2 they are used as regressors, the (numer-
ical) output variable being Grade. Squared error minimization algorithms of the gradi-
ent descent, the BFGS algorithm in specific, [30], are used in the training phase in both 
networks types.

4 Data analysis and results

4.1 Task 1: Prediction of the binary (Fail/Pass) final outcome in the lab,  
for any given student

Results on Task 1 are summarized in Table 3 in the form of 2 × 2 confusion matrices 
and classification scores per case. Because the purpose of prediction is to identify the 
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weak students that need support, class “a” corresponds to ‘Fail’ (positive, student needs 
support) while class “b” corresponds to ‘Pass’ (negative, student does not need support).

Apart from the standard measures of Accuracy, Precision, Sensitivity and Specific-
ity, the F1-score is also computed, given that (i) the two classes “a” and “b” are not 
equivalent, class “b” being considerably more numerous than “a”, while (ii) type-II 
errors (false negatives, i.e. students predicted not to need help when in fact they do 
need it) are considered here more grave than type-I errors (false positives, i.e., students 
predicted to need help when in fact they don’t need it).

Table 3. Results of Task 1: prediction of the binary (Fail/Pass) final outcome in the lab (*)

Item1 Beginning of the Term Middle of the Term End of the Term

Logistic 
Regression

a   b <- classified as
8   2 | a = Fail
2  38 | b = Pass

a   b <- classified as
9   1 | a = Fail
2  38 | b = Pass

a   b <- classified as
10  0 | a = Fail
 0 40 | b = Pass

AC = 46/50 = 92.00%
PR = 8/10 = 80.00%
SE = 8/10 = 80.00%
SP = 38/40 = 95.00%
F1-score = 80.00%

AC = 47/50 = 94.00%
PR = 9/11 = 81.81%
SE = 9/10 = 90.00%
SP = 38/40 = 95.00%
F1-score = 85.70%

AC = 50/50 = 100.00%
PR = 10/10 = 100.00%
SE = 10/10 = 100.00%
SP = 40/40 = 100.00%
F1-score = 100.00%

MLP
Network
(Classifier)

a   b <-- classified as
8   2 | a = Fail
1  39 | b = Pass

a  b <-- classified as
8  2 | a = Fail
1 39 | b = Pass

a  b <-- classified as
9  1 | a = Fail
0 40 | b = Pass

AC = 47/50 = 94.00%
PR = 8/9 = 88.88%
SE = 8/10 = 80.00%
SP = 39/40 = 97.50%
F1-score = 84.20%

AC = 47/50 = 94.00%
PR = 8/9 = 88.88%
SE = 8/10 = 80.00%
SP = 39/40= 97.50%
F1-score = 84.20%

AC = 49/50 = 98.00%
PR = 9/9 = 100.00%
SE = 9/10 = 90.00%
SP = 40/40 = 100.00%
F1-score = 94.73%

RBF
Network 
(Classifier)

a  b <- classified as
7  3 | a = Fail
1 39 | b = Pass

a  b <- classified as
9  1 | a = Fail
2 38 | b = Pass

a  b <- classified as
9  1 | a = Fail
0 40 | b = Pass

AC = 46/50 = 92.00%
PR = 7/8 = 87.50%
SE = 7/10 = 70.00%
SP = 39/40 = 97.50%
F1-score = 77.77%

AC = 47/50 = 94.0%
PR = 9/11 = 81.81%
SE = 9/10 = 90.00%
SP = 38/40 = 95.00%
F1-score = 85.70%

AC = 49/50 = 98.00%
PR = 9/9 = 100.00%
SE = 9/10 = 90.00%
SP = 40/40 = 100.00%
F1-score = 94.73%

 J48 
(Consolidated) 
Decision Tree

 a  b <- classified as
 9  1 | a = Fail
 4 36 | b = Pass

 a  b <- classified as
 9  1 | a = Fail
 2 38 | b = Pass

 a  b <- classified as
 9  1 | a = Fail
 1 39 | b = Pass

AC = 45/50 = 90.00%
PR = 9/13 = 69.23%
SE = 9/10 = 90.00%
SP = 36/40 = 90.00%
F1-score = 78.26%

AC = 47/50 = 94.00%
PR = 9/11 = 81.81%
SE = 9/10 =90.00%
SP = 38/40 = 95.00%
F1-score = 85.70%

AC = 48/50 = 96.00%
PR = 9/10 = 90.00%
SE = 9/10 = 90.00%
SP = 39/40 = 97.50%
F1-score = 90.00%

Note: *Abbreviations explanation: AC = Accuracy, PR = Precision, SE = Sensitivity, SP = Specificity.

The four algorithms are presented in Table 3 in descending order of Accuracy in 
the End of the term column. If all three tabulated time points are considered, Logistic 
Regression yields the best scores in terms of Accuracy, followed by MLP and RBF 
neural networks that exhibit equivalent performances; J48 holds the last position.  
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It may be claimed that all examined classification algorithms produce satisfactory 
results (Accuracy, i.e., correct classification scores over 90%). If any single algorithm 
(any one row in Table 3) is examined, practically all measures increase with time and 
reach their peak values at the end of the term. It is interesting that all four methods yield 
comparable measures at the middle of the term.

4.2 Task 2: Prediction of the (numerical) final grade in the lab,  
for any given student

Results for linear and non-linear regression methods employed in Task 2 are summa-
rized in Table 4, in terms of (i) the set of independent variables Grade regresses on and 
(ii) the correlation coefficients and errors obtained.

Table 4. Results of Task 2: linear and non-linear regression of Grade on sets of independent 
variables, correlation coefficients and errors (*)

Item1 Beginning of the Term 
(4 Independent Variables)

Middle of the Term 
(8 Independent Variables)

End of the Term 
(12 Independent 

Variables)

Grade = f { Clicks, Scrolls, 
Page loads, Active Time}

Grade = f { Clicks, 
Scrolls, Page loads, Active 
Time, Test Grade-1, Test 
Grade-2, Test Grade-3, Test 
Grade-4}

Grade = f { Clicks, Scrolls, 
Page loads, Active Time, 
Test Grade-1, Test  
Grade-2, Test Grade-3,  
Test Grade-4, Test  
Grade-5, Test Grade-6, Test 
Grade-7, Test Grade-8}

Linear
Regression

r = 0.5961
MAE = 1.15
RMSE = 1.52
RAE = 74.91%
RRSE = 79.59%

r = 0.9337
MAE = 0.67
RMSE = 0.81
RAE = 44.09 %
RRSE = 42.50%

r = 0.9936
MAE = 0.20
RMSE = 0.27
RAE =13.31%
RRSE = 14.11%

MLP
Network

(Regressor)

r = 0.7883
MAE = 0.63
RMSE = 0.76
RAE = 41.30%
RRSE = 39.97%

r = 0.9451
MAE = 0.63
RMSE = 0.76
RAE = 41.30%
RRSE = 39.973%

r = 0.9922
MAE = 0.63
RMSE = 0.76
RAE = 41.30%
RRSE = 39.97%

RBF
Network

(Regressor)

r = 0.7643
MAE = 0.92
RMSE =1.30
RAE = 60.28%
RRSE = 67.97%

r = 0.9358
MAE = 0.72
RMSE = 0.87
RAE = 46.87%
RRSE = 45.71%

r = 0.9924
MAE = 0.21
RMSE = 0.29
RAE = 14.10%
RRSE = 15.32%

Note: *Abbreviations explanation: r = Correlation Coefficient, MAE = Mean Absolute Error, RMSE = Root 
Mean Square Error, RAE = Relative Absolute Error, RRSE = Root Relative Squared Error.

As it can be seen in Table 4, correlation coefficient r increases monotonically with 
time across all three methods. At the middle of the term, it has already reached the level 
of 0.93–0.94 approximately, method-dependent, which is very satisfactory.
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4.3 Task 3: Clustering of the students at the middle and at the end of the term

The number of clusters k is set to k = 3, by an experimental search in the range of 
k = 2 to k = 10. Three alternative methods for the selection of the optimal k are used, 
namely (i) Calinski-Harabasz [31], (ii) Silhouette [32], and (iii) Davies-Bouldin [33]. 
The first two are maximization methods (the criterion is maximized on the optimal k 
value) while the third one is a minimization method (the criterion is minimized on the 
optimal k value). Results shown in Figure 1 indicate that k = 3 is the optimal cluster 
number decided unanimously by the three criteria.

Fig. 1. Three alternative optimization criteria for the selection of the number of clusters k, eval-
uated in the range of k = 2 to k = 10: Calinski-Harabasz (top curve – maximization), Silhouette 

(middle curve – maximization), Davies-Bouldin (bottom curve – minimization)

At the middle of the term, data is available on 9 out of the 15 features, as these are 
defined in Section 2, namely, on {Clicks, Scrolls, Page Loads, Nominal Time, Active 
Time, Test Grade-1, Test Grade-2, Test Grade-3, Test Grade-4}, while at the end of the 
term data on 6 more features becomes available, namely, on {Test Grade-5, Test Grade-6,  
Test Grade-7, Test Grade-8, Success, Grade}. Clustering may be performed either on 
the multi-dimensional space of all these features or on any meaningful subset of them. 
In terms of the visualization and interpretation of the results, however, clustering on 
the basis of only two variables (features) is advantageous, because the results can be 
shown in a 2D scatter plot which allows for direct visual evaluation and are more easily 
comprehensible and interpretable. The two features selected here are (i) the average 
grade obtained at the middle of the semester (average over the first 4 test grades) and 
(ii) the active time dedicated by the student to the course up to the same time point. 
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These two features are considered both meaningful and informative, as they connect 
student dedication to performance.

The k-means algorithm is used for clustering and the Euclidean distance is selected 
as the vector distance measure. Clustering results are shown in Figure 2, in the form of 
centroids of each cluster and the population assigned to it, and in Figure 3, in the form 
of a 2-D scatter plot on the (average Grade at the middle of the term, Active time) axes.

Final cluster centroids:
Cluster#

Attribute

MID_TERM_GRADE

Time taken to build model (full training data) : 0.03 seconds

=== Model and evaluation on training set ===

===========================================================

Clustered Instances
1
3
2

43
63

113

( 20%)
( 29%)
( 52%)

MID_ACTIVE_TIME 166.2294 349.096
5.9393

96.5366
3.1506

135.4982
5.91315.1236

Full Data
(219.0) (43.0) (63.0) (113.0)

1 3 2

Fig. 2. Clustering results at the middle of the term (N = 219 students, k = 3 clusters,  
k-means, Euclidean distance)

Fig. 3. Clustering scatter plot at the middle of the term (N0 = 219 students, k = 3 clusters, 
k-means, Euclidean distance). Vertical axis: Average grade at midterm (0 to 10 scale); horizon-
tal axis: active time dedicated to the course up to midterm (minutes). Cluster 1 (red), Cluster 2 

(green), Cluster 3 (blue). Cluster centroids are depicted as black dots
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Three different, well-defined student behaviors emerge clearly from the visual eval-
uation of the clustering results in Figure 3:

(i) Cluster 1 (in red, upper right quadrant in Figure 3), represented by Centroid 
(349.096, 5.9393): the 43 students (20%) clustered here combine high dedication 
with high grades,

(ii) Cluster 2 (in green, upper left quadrant in Figure 3), represented by Centroid 
(135.4982, 5.9131): the 113 students (52%) clustered here combine medium ded-
ication with high grades,

(iii) Cluster 3 (in blue, lower left quadrant in Figure 3), represented by Centroid 
(96.5366, 3.1506): the 63 students (29%) clustered here combine low-to-medium 
dedication with low grades.

An interesting outcome is that the lower right quadrant in Figure 3 (high dedication 
and low grades) is almost empty. Indeed, it would be counter-intuitive if high dedica-
tion would result in low performance.

The effectiveness of clustering attempted at the middle of the term is validated by 
repeating the same type of clustering at the end of the term, when data is available on 
all 15 features. The two features used are Grade (now it is computed as the average 
of all 8 Test grades) and the total Active time recorded for each student at the end of 
the term. Results are shown in Figure 4, in the form of centroids of each cluster and 
the population assigned to it, and in Figure 5, in the form of a 2-D scatter plot on the 
(Grade, Active time) axes.

Final cluster centroids:
Cluster#

Attribute

Grade

Time taken to build model (full training data) : 0.02 seconds

=== Model and evaluation on training set ===

===========================================================

Clustered Instances
2
3
1

105
75
39

( 48%)
( 34%)
( 18%)

Total_Active_Time 277.0489 254.1780
5.7391

142.1177
3.1703

598.1077
6.10364.9243

Full Data
(219.0) (105.0) (75.0) (39.0)

2 3 1

Fig. 4. Clustering results at the end of the term (N0 = 219 students, k = 3 clusters,  
k-means, Euclidean distance)
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Fig. 5. Clustering scatter plot at the end of the term (N0 = 219 students, k = 3 clusters, k-means, 
Euclidean distance). Vertical axis: Average grade at the end of the term (0 to 10 scale); horizon-
tal axis: active time dedicated to the course up to the end of the term (minutes). Cluster 1 (red), 

Cluster 2 (green), Cluster 3 (blue). Cluster centroids are depicted as black dots

The three different student behaviors suggested by Figure 3 (middle of the term) are 
essentially repeated in Figure 5 (end of the term):

(i) Cluster 1 (in red, upper right quadrant in Figure 5), represented by Centroid 
(598.1077, 6.1036): the 39 students (18%) clustered here combine high dedication 
with high grades,

(ii) Cluster 2 (in green, upper left quadrant in Figure 5), represented by Centroid 
(254.1780, 5.7391): the 105 students (48%) clustered here combine medium ded-
ication with high grades, and

(iii) Cluster 3 (in blue, lower left quadrant in Figure 5), represented by Centroid 
(142.1177, 3.1703): the 75 students (34%) clustered here combine low-to-medium 
dedication with low grades.

A detailed comparison of student cluster assignments at the middle and at the end 
of the term exposes a few cases of student transitions from cluster to cluster. Table 5 
shows these transition cases from the cluster assigned at the middle of the term (ver-
tical dimension in Table 5) to the cluster assigned at the end of the term (horizontal 
dimension in Table 5). Limited as they may be, the transitions are not counter-intui-
tive as they take place between adjacent clusters: cluster 1 (‘good students’) is slightly 

224 http://www.i-jet.org



Paper—Blending E-Learning with Hands-on Laboratory Instruction in Engineering Education: An…

decreased during the semester (–9.0%), cluster 2 (‘average students’) exhibits a consid-
erable mobility and is eventually also slightly decreased (–7.0%) while cluster 3 (‘weak 
students’) both gives students to and takes students from its adjacent cluster 2 and is 
eventually increased (+19.0%). In total, transitions amount to 38/ 219 cases or 17.35% –  
a percentage low enough to justify the use of the midterm results as a satisfactory esti-
mate of the “true” clustering results computable only at the end of the term.

Table 5. Student transition matrix from the cluster assigned at the middle of the term 
(vertically) to the cluster assigned at the end of the term (horizontally). Total number  

of students N0 = 219

Item1
Cluster Assigned at the End of the Term

Cluster 1 
(RED)

Cluster 2 
(GREEN)

Cluster 3 
(BLUE) Totals

Cluster assigned 
at the middle of 
the term

Cluster 1 (RED) 4 0 4

Cluster 2 
(GREEN)

0 23 23

Cluster 3 (BLUE) 0 11 11

Totals 0 15 23 38

5 Interpretation of the results and discussion

As it has been experimentally verified in Tasks 1 and 2, prediction of the final out-
come per student (Success) as well as prediction of the performance in the lab (Grade) 
can be obtained with very good accuracy at the middle of the term. Indeed,

•	 regarding Success (Fail/Pass prediction), all four methods compared yield Accuracy 
around 94% (see Table 3, middle column) – in fact, all the measures computed take 
on comparable values at the middle of the term,

•	 regarding Grade, both linear and non-linear regression methods yield correlation 
coefficients of around 94%; among them, the MLP Regressor produces the higher 
correlation coefficient (94.51%) (Table 4, middle column).

The corresponding results at the beginning of the term, however, need a more 
careful evaluation. Success predictions are at a very good level of accuracy, slightly 
lower than that at the middle of the term and yet high enough to allow the instructor 
a rough, ‘binary’ classification of the students already at the beginning of the term. 
Indeed, as it can be seen in Table 3 (left column), Accuracy ranges between 90% and 
94%, method-dependent. This result is important because it indicates that, in practice, 
e-learning platform access and usage data alone can adequately support both accurate 
and early classification of the students, yet, only of this very rough, binary type.

On the contrary, the prediction of Grade attempted so early in the semester is not 
accurate. As it can be seen in Table 4 (Beginning of the term column), correlation coef-
ficients range from 59.61% to 78.83%, method-dependent; again, the MLP regressor 
method produces the highest value (78.83%). As any experienced instructor would 
argue, this is intuitively meaningful because the final grade of any individual student 
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is a value ‘constructed’ during the whole semester; therefore, it cannot be expected to 
be accurately predicted at the beginning of the term. This is in agreement with existing 
research establishing that (past) performance data is a necessary ingredient for good 
prediction of future performance, or as [24] put it: ‘…the best predictor for perfor-
mance, is performance itself ’.

The above results on Success and Grade are also in agreement with earlier research 
indicating that access and usage data collected from the interaction of students with 
learning management systems (i) may conditionally be useful variables as predictors 
of student achievement, (e.g., [34]), while at the same time (ii) are inadequate/ poor 
sources of information when more elaborate research questions are posed [24].

The results obtained in Task 3, on the other hand, reveal certain behaviors of the 
students that may be exploited by the class instructor in the second half of the term. 
Regarding dedication in relation to performance, the same three ‘core’ student behaviors 
emerge consistently via clustering at the middle and at the end of the term. Moreover, 
the three clusters-behaviors gather roughly the same percentage of the class population 
at both these time points, specifically,

•	 20% of the students fall into cluster 1 (red in Figures 3 and 5) of the high dedication 
and high performance combination,

•	 50% of the students fall into cluster 2 (green in Figures 3 and 5) of the medium ded-
ication and high performance combination, while

•	 30% of the students fall into cluster 3 (blue in Figures 3 and 5) of the low-to-medium 
dedication and low performance combination.

These results can aid the class instructor to take corrective measures as to the struc-
ture of the lab teams and the ‘mixture of students’ put together in each team, in the 
middle of the term. The specific measures depend on the instructor’s educational and 
pedagogical scenario and aims.

From another aspect, the results of all three Tasks are of practical value for the class 
instructor, when he/she is revisiting the e-assessment tests for restructuring or in gen-
eral improving them. Given the fact that Success as well as Grade predictions depend 
critically on the e-assessment tests put together and delivered by the instructor, it is of 
great practical interest for him/her to monitor the accuracy, sensitivity and F1-score of 
the prediction method employed, which is ‘fed’ with the results from the specific e-as-
sessment tests, in order to restructure or reform the e-assessment material for a more 
accurate and sensitive prediction of the student categories. Along the same line, cluster 
centroids obtained in Task 3 may serve as indicators to aid the instructor adjust the level 
of difficulty and/or the time allowed for the various assignments of e-assessment and/
or normalize the total class success rates along academic years.

6 Conclusions – further research

A blended learning scenario that combines e-study and e-assessment with the physi-
cal participation in a hands-on laboratory within an undergraduate engineering curricu-
lum is proposed in this paper. It is applied and tested through educational interventions 
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for three consecutive academic years in the hands-on laboratory of the Digital Signal 
Processing course module, in the 7th semester of a 5-year undergraduate Electrical and 
Electronics Engineering curriculum. The aim is to predict student performance and 
student behavior early enough in the academic term so as to allow the class instructor 
take supportive measures that will bear fruit in the same term.

Regarding the trade-off between accuracy and timeliness of the results, both predic-
tion and clustering results obtained via EDM algorithms for the analysis of the collected 
data indicate that although the beginning of the semester is rather early, the middle of 
the semester is a suitable time point that combines very good performance prediction 
results (accuracy around 94% and sensitivity around 90%, as compared to the 100% 
achieved at the end of the semester) to very good clustering results that produce mean-
ingful interpretations (e.g., 82.65% of the students retain their cluster/behavior up to the 
end of the term). Despite the peculiarity of the educational scenario examined here, the 
results obtained tend to agree with existing results obtained by research under scenarios 
that either employ pure e-learning or blend e-learning and in-class lecturing, as to the 
usefulness of user-platform and user-content interaction data and of (past) performance 
data. These findings imply that data mining algorithms applied on the access, usage and 
performance data dynamically collected during the e-study and e-assessment phases of 
the proposed scenario can yield reliable descriptive (clustering) and predictive (perfor-
mance) results early enough to give the instructor the time to react and take supportive 
measures for weak students.

Furthermore, the results from data mining within the proposed scenario may be 
exploited in multiple ways by the class instructor. Along this line, our further research is 
directed towards the development of a recommendation system to aid the class instruc-
tor dynamically modify instruction parameters guided by the EDM results.
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